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ABSTRACT

In this paper, an approach for knowledge and context-assisted
content analysis and reasoning based on a multimedia on-
tology infrastructure is presented. This is one of the major
objectives of the aceMedia Integrated Project. In aceMedia,
ontologies will be extended and enriched to include low-
level audiovisual features, descriptors and behavioural mod-
els in order to support automatic content annotation. This
approach is part of an integrated framework consisting of:
user-oriented design, knowledge-driven content processing
and distributed system architecture. The overall objective
of aceMedia is the implementation of a novel concept for
unified media representation: the Autonomous Content En-
tity (ACE), which has three layers: content, its associated
metadata, and an intelligence layer. The ACE concept will
be verified by two user focused application prototypes, en-
abled for both home network and mobile communication
environments.

1. INTRODUCTION

Video understanding and semantic information extraction
have been identified as important steps towards more effi-
cient manipulation of visual media. Although new multime-
dia standards, such as MPEG-4 and MPEG-7, provide the
needed functionalities in order to manipulate and transmit
objects and metadata, their extraction, and that most impor-
tantly at a semantic level, is out of the scope of the standards
and is left to the content developer.

In well-structured specific domain applications (e.g. sports
and news broadcasting) domain-specific features that facili-
tate the modelling of higher level semantics can be extracted
[3], [4]. A priori knowledge representation models are used
as a knowledge base that assists semantic-based classifica-
tion and clustering [5, 6]. In [7], semantic entities, in the

This work was supported by the European Commission under contract
FP6-001765 aceMedia (URL: http://www.acemedia.org).

context of the MPEG-7 standard, are used for knowledge-
assisted video analysis and object detection, thus allowing
for semantic-level indexing. In [8], fuzzy ontological re-
lations and context-aware fuzzy hierarchical clustering are
employed to interpret multimedia content for the purpose
of automatic thematic categorization of multimedia docu-
ments. In [9] the problem of bridging the gap between
low-level representation and high-level semantics is formu-
lated as a probabilistic pattern recognition problem. Finally,
in [10] and [11], hybrid methods extending the query-by-
example strategy are developed.

Due to the limitations of the state of the art multimedia
analysis systems [12], it is acknowledged that in order to
achieve semantic analysis and knowledge mining from mul-
timedia content, ontologies are essential to express the key
entities and relationships describing multimedia in a formal
machine-processable representation [13]. Ontology mod-
elling and ontology-based metadata creation currently ad-
dress mainly textual resources [14] or simple annotation of
photographs [15]. aceMedia will investigate ontology mod-
elling in terms of both methodology and expressiveness in
order to address the additional requirements of multimedia
resources [16]. The project will advance the state of the art
by applying ontology-based discourse structure and analy-
sis to multimedia resources.

The remainder of the paper is organized as follows: in
section 2, an overview of the aceMedia project is given.
Section 3 describes in more detail the knowledge-assisted
analysis, while in section 4, application scenarios using the
described framework are described. Finally, conclusions are
drawn in section 5.

2. ACEMEDIA PROJECT OVERVIEW

The driving vision behind aceMedia is the opportunity to
use knowledge to add value at every step in the multime-
dia content value chain. A simplified content value chain is
shown in Figure 1. aceMedia intends to enable the benefits



Fig. 1. Simplified aceMedia value chain.

of knowledge extraction and usage to be realised by all the
actors in the chain, from content creator to end consumer.

The central concept of the aceMedia Integrated Project
is the idea of an Autonomous Content Entity (ACE). An
ACE has three layers: the content itself, its associated meta-
data, and an ”intelligence” layer. The latter consists of dis-
tributed functions that enable the content to instantiate itself
according to its context including its network environment,
the user terminal, and recorded user preferences. An ACE
can negotiate and autonomously exchange information with
other ACEs, and can update its metadata according to its
new status e.g. to show that it has been displayed on a cer-
tain user terminal.

The high-level semantic analysis and reasoning frame-
work presented in the following section will help to auto-
matically annotate and generate content descriptors at the
ACE metadata layer, and will develop and prototype tools
for processing of ACEs such that the derived and associated
knowledge can be exploited by the end user in a human-
friendly fashion.

In order to achieve these goals, the overall project ap-
proach is to divide the work into technical workpackages,
which reflect the individual parts of the value chain, and
which are linked by the common tasks of system specifica-
tion and integration:

• WP2 User: WP2 will identify user requirements, and
translate these into system requirements; apply user
models to enable personalisation of the user experi-
ence; devise and implement aceMedia user interfaces;
evaluate aceMedia with target users.

• WP3 Content: WP3 will research advanced content
processing to support knowledge extraction; develop
scalable coding tools to support self-adaptability of
ACEs; research techniques for cross-media adapta-
tion; and implement algorithms to produce enhanced
visualisation for navigation and rendering.

• WP4 Knowledge: WP4 will enhance the state of the
art in knowledge representation to support multime-
dia content analysis and interpretation; bridge the se-
mantic gap between low-level processing and high-
level reasoning; create the ontology infrastructure and
tools required for knowledge based audio-video anal-
ysis, ontological based text analysis, semantic reason-
ing, and context analysis.

• WP5 System: WP5 will specify the system and ar-
chitectural framework of aceMedia, including the ACE
and Application Module (AM) specifications, and will
implement the networking and database components.

• WP6 Integration and Applications: WP6 will de-
velop the applications for user evaluation. Two re-
search prototypes will be developed: Personal Con-
tent Services (PCS) and Commercial Content Man-
agement (CCM).

These technical workpackages are supported by appropriate
management, exploitation and dissemination activities.

3. ONTOLOGY INFRASTRUCTURE,
KNOWLEDGE-ASSISTED CONTENT ANALYSIS,

SEMANTIC REASONING AND INTELLIGENT
CONTENT RETRIEVAL

From a knowledge point of view, research has been car-
ried out for several decades in the domains of knowledge
representation and reasoning with knowledge. One of the
goals of explicit knowledge representation techniques is to
provide the ability to derive new knowledge by using logic
and inference rules. Over the last decade, this research area
has gained new interest in the context of the Semantic Web.
New languages such as RDF (Resource Description Frame-
work) and OWL (Web Ontology Language) are currently
defined by the World Wide Web consortium (W3C) in or-
der to add meaning to information on the web and allow for



Fig. 2. Knowledge and context-assisted content analysis and reasoning based on a multimedia ontology infrastructure.

better search and retrieval. As a next step, inference rules
and logic are to be used by intelligent applications to derive
new information from existing information on the web. On-
tologies define a set of meanings for a specific domain of
information.

aceMedia will investigate ontology modelling in terms
of both methodology and expressiveness in order to address
the additional requirements of multimedia resources. The
project will advance the state of the art by applying ontology-
based discourse representation and analysis based on se-
mantic reasoning to multimedia resources. Specifically, ace-
Media will:

1. study and evaluate state of the art knowledge repre-
sentation technologies

2. provide an ontology infrastructure for automated knowl-
edge extraction and usage in multimedia content cre-
ation, management, exchange and consumption, and

3. build customized ontologies for the specific domains
of the aceMedia applications.

Ontologies will be extended and enriched to include low-
level audiovisual features, descriptors and behavioural mod-
els in order to support knowledge-aware multimedia anal-
ysis, media-aware semantic inferencing and high-level se-
mantic reasoning, which will provide the means for auto-
matic content annotation and generation of the ACE scal-
able metadata layer. Finally, innovative techniques for con-
text modelling and analysis will be developed, assisting both
the ACE creation process and its usage through user query
interpretation and intelligent search, retrieval and relevance
feedback. The definition, representation and analysis of
context will be based on formal concept analysis (FCA) the-
ory, in combination with neural networks and fuzzy set the-
ory.

4. APPLICATION SCENARIOS

In this section, we present an application which illustrates
use of the ACE concept, and its value in heterogeneous
communication environments.

A media company’s marketing director creates a game
in partnership with internet service providers, mobile net-
work operators, and interactive TV companies. In the game,
subscribers have to watch a short piece of multimedia con-
tent, or view a series of still images captured from footage
of recent sporting events, or listen to a short audio commen-
tary from one of the events, and decide what happened next.
Each game lasts only one day, with the answer and new con-
tent available from midnight. Over a period of three weeks,
players’ scores are accumulated, and prizes are offered to
the highest scores.

Manual detection of interesting events to be used in the
game (e.g. a kick resulting in a goal during a football match)
is a demanding and resource intensive task. The ACE con-
cept provides for automatic and semi-automatic semantic
understanding of sports video. It provides shot classification
into predefined categories, each of which has a clear seman-
tic meaning (e.g. shots on goal in football video, peleton
crash in cycling etc). The ACEs representing these events
are self-categorized in relevant catalogues or are selected
from automatic matching with user profiles.

In particular, ontology driven multimedia analysis, as il-
lustrated in Figure 2, enables highly efficient processing of
stored multimedia material, with specific domain ontologies
being applied to the different sports which would be used in
the game. Hierarchical event ontologies [17] are especially
useful in directing analysis to find the build-up to events
of interest, such that the final key event can be omitted for
the purposes of the game. The ACE concept also enables
unannotated archive material to be used in the game. Pre-
selection of suitable content can take place in an efficient



way by extracting from already used ACEs a machine-level
description of the desired types of content (i.e. what consti-
tutes ”interesting” in this context), and using it to direct the
analysis of videos from the archive.

The aceMedia system would then stream semantically
annotated, unfinished, interesting events to potential game
players. For this purpose, the game requires content which
can be encoded just once, but distributed and viewed in
many different formats on many different devices. ACEs
support this requirement by using scalable encoding, which
leads to the ability of the content to render itself in the ap-
propriate format for the chosen target device. Various ACEs
are created such that self-advertising versions of the game,
with a previously used piece of content, can be pushed to
different terminals (e.g. set-top box, mobile phone, home
PC etc).

5. CONCLUSIONS

In this paper an overview of the aceMedia Integrated Project
was presented with a focus on the objective of knowledge-
assisted analysis of multimedia content. aceMedia targets
knowledge discovery and embedded self-adaptability to en-
able content to be self organising, self annotating, self as-
sociating; more readily searched (faster, more relevant re-
sults); and adaptable to user requirements (self reformat-
ting). aceMedia introduces the novel concept of the Au-
tonomous Content Entity (ACE), which has three layers:
content, its associated metadata, and an intelligence layer
consisting of distributed functions that enable the content
to instantiate itself according to its context (e.g. network,
user terminal, user preferences). In aceMedia, ontologies
will be extended and enriched to include low-level audiovi-
sual features, descriptors and behavioural models in order
to support automatic content annotation. The ACE concept
was illustrated by an example of use in both professional
and consumer domains.
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