Automated IVUS contour detection using intensity features
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Abstract

Intravascular ultrasound (IVUS) constitutes a valuable technique for the diagnosis and
management of coronary atherosclerosis. The detection of lumen and media-adventitia bor-
ders in IVUS images represents a necessary step in the utilization of the IVUS data for the
reliable quantitative assessment of atherosclerotic lesions. In this paper, a fully automated
technique for the detection of lumen and media-adventitia boundaries is developed. This
comprises two different steps for contour initialization, one for each corresponding contour
of interest, and a procedure for the refinement of the detected contours based on Radial Ba-
sis Function approximation. The proposed approach is shown to be capable of performing
quick and reliable automated segmentation of IVUS images.

1 Introduction

IVUS is a catheter-based technique that renders two-dimensional cross-sectional images
of the coronary arteries, and provides information concerning the lumen and wall mor-
phology. Coronary wall consists of three layers, namely the intima, media and adventitia,
whereas in an IVUS image three regions are visually distinguished. These are the lumen,
the vessel wall, which consists of the intima and the media layers, and the adventitia plus
surroundings, as illustrated in Fig. 1. The above regions are separated by two borders:
the lumen border, which corresponds to the lumen-wall interface, and the media-adventitia
border [1]. The reliable and quick detection of these two borders is the goal of analysis
and also the basic step towards the subsequent 3D reconstruction of the arteries, which can
provide additional information regarding the burden of atherosclerosis [2].

Traditionally, the segmentation of IVUS images is performed manually, which is a time-
consuming procedure affected by high inter- and intra-user variability. To overcome these
limitations, several approaches for semi-automated segmentation have been proposed in the
literature, using quite a few variations of active contour models [3]. Despite facilitating the
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Figure 1. A typical IVUS image with the lumen and media-adventitia borders demar-
cated, and corresponding polar coordinate images before (right top) and after (right
bottom) the removal of catheter-induced artifacts.

analysis of IVUS data as compared to their completely manual processing, the aforemen-
tioned methods pose the restriction of needing substantial human intervention during the
analysis process. This proves quite restrictive for clinical practice, where fully automated
approaches would be most attractive; a limited number of such has been developed so far.
In [4], a Hopfield neural network is employed for the modification and minimization of an
energy function; however, this method still requires manual estimation of the boundaries in
the first frame of the IVUS image sequence. In [5] automatic detection of the endoluminal
border is based on an active contour model, whereas in [6] fuzzy clustering is employed;
however, both these methods consider the detection of the lumen boundary alone.

This paper presents a novel method for the fully automated segmentation of IVUS images
and specifically for the detection of lumen and media-adventitia boundaries. Intensity
information is used for the initialization of the contours representing the boundaries of
interest, whereas for subsequently smoothing these contours, a technique based on Radial
Basis Functions (RBFs) is introduced and compared to a base-line smoothing technique
based on low-pass filtering.

The paper is organized as follows: In section 2 image preprocessing is discussed. In
sections 3 and 4 the proposed methods for contour initialization and contour refinement
are developed. Experimental evaluation and comparisons are reported in section 5 and
finally, conclusions are drawn in section 6.

2 IVUS image preprocessing

Preprocessing of the image data for the purpose of contour detection consists of two steps:
(a) representation of the images in polar coordinates, and (b) removal of catheter-induced
artifacts.

Representation of the images in polar coordinates is important for facilitating the de-
scription of local image regions in terms of their radial and tangential characteristics. It
also facilitates a number of other detections steps, such as contour initialization and the
smoothing of the obtained contour. For this purpose, each of the original IVUS images is
transformed to a polar coordinate image where columns and rows correspond to angle and
distance from the center of the catheter, respectively, and this image alone, denoted I(r, 0),
is used throughout the analysis process.

The IVUS images include not only tissue and blood regions, but also the outer boundary
of the catheter itself. The latter defines a dead zone of radius equal to that of the catheter,



where no useful information is contained. Knowing the diameter D of the catheter, these
catheter-induced artifacts are easily removed by setting I(r,0) = 0 for r < D/2+e, e being
a small constant. This preprocessing is illustrated in Fig. 1.

3 Contour initialization

3.1 Lumen contour initialization

Intensity information after the preprocessing stage can be used for detecting the lumen
boundary. The latter, when travelling from the center of the catheter towards the image
borders on a radius R (i.e. for § = const) is typically denoted by an increase of intensity
from I(r,0) < €', € being a small constant, to I(r,0) > €' (e.g. Fig. 1); assuming the
presence of no artifacts (noise) in the lumen area, inequality I(r,6) < €’ should hold for all
pixels belonging to the lumen area [7].

Consequently, the lumen contour can be initialized as the set of pixels

Cint,i = {Pmt,i = [p, 0]}

for which
I(p,0) >T and I(r,0) <T Vr<p

This initialization defines a lumen contour function Cjn:;(6) = p (Fig. 1). In the above
equation, T is a threshold whose value was set experimentally to 128; small deviations from
this value were shown to have little effect on the results of initialization.

3.2 Media-adventitia contour initialization

The motivation behind the choice of image data to be used for the initialization of
the media-adventitia boundary lies under the proposed approach in the observation that
adventitia is represented in the IVUS images by a thick bright ring (a thick bright zone
in polar coordinates) that is dominant in the image, as opposed to the media region or
any other region of an IVUS image. Consequently, for the localization of the adventitia
region, low-pass filtering could be used to suppress undesirable details of the image while
preserving well the former [7]. Low-pass filtering, resulting in the generation of a low-pass
filtered image I 1, is realized here using the lowpass Haar filter:

H(z) = 5(1+27) (1)

Using image I, the media-adventitia contour is initialized as the set of pixels

Cegt = {pe:ct = [N’ 9}}
for which
Ipn(p,0) = l"ﬁlgl;({fLL(Tﬁ)},

where [p, 0] are the points of the lumen contour, as obtained by the initialization process.
This defines a contour function Ceyt(6) = p for the media-adventitia contour (Fig. 1).

Selecting, according to the above equations, the pixels to which the intensity of the
low-pass filtered image is maximized serves the purpose of identifying the most dominant
low-frequency detail in the image, in case low-pass filtering has failed to suppress all other
higher-frequency information.



4 RBF-based contour refinement

In contrast to the initial contours generated as described in the previous section, which
are not smooth and are characterized by discontinuities (Fig. 1), the true lumen and media-
adventitia boundaries are smooth, continuous functions of . Consequently, in order to
obtain smooth contours that are consistent with the true ones, the application of a filtering
or approximation procedure to the initial contour functions Cjn:(6), Ceyt(6) is required.
In this work, an approach based on RBF approximation is used on the contour functions
generated by the initialization process.

Polyharmonic RBFs [8] have been proposed for reconstructing smooth surfaces from
point-cloud data and for repairing incomplete meshes through interpolation methods and
approximation techniques. Under this approach, the desired smooth surface is defined as
the zero set of an RBF s fitted to the given initial surface data. An RBF s is defined as a
function of the following form

N
s(@) = p(a) + Y Nz — a4), (2)
i=1

where x is a point in the 2-dimensional or 3-dimensional space, depending on whether the
curve to be approximated is a 2D curve or a 3D surface, p(z) is a low degree polynomial,
¢ is a real function called basic function, x; are the centers of the RBF, \; are the RBF
coefficients, and |.| denotes here Euclidean distance.

The centers x; are a subset of points to which a function f is defined, which in turn is
defined with respect to the given initial surface data, as discussed in the sequel. Fitting an
RBF to the given initial data refers to calculating the RBF coefficients \; and the weights
of p(x). As basic function ¢, the biharmonic spline was used in this work:

¢(Jx — z]) = |z — zi)* In(|lz — ;)

The use of an RBF for the approximation of one of the initial contours in a frame, i.e.
the generation of a contour ¢’ that is a smooth, reasonable approximation of ¢, requires the
definition for each such contour of a function f, as follows:

f(0,C(0)) =0

where C(0) here denotes either Cjnt(6) or Cezt(0), depending on the contour being exam-
ined. Function f is used for formulating the approximation problem as one of finding an
RBF s for which s(.) ~ f(.). To avoid the trivial solution of s being zero at every point,
f must also be defined for a set of points not belonging to the initial contour (off-surface
points), so that

f0,r #C(0)) #0

In order to avoid identifying as off-surface points at this stage points which potentially
belong to the true contour under examination, the former points are defined in this work
as those which satisfy the following equations:

r= meax{C'(H)} +1

r= main{C'(G)} -1



Figure 2. Experimental results for different images of the proposed approach (sec-
ond row) and comparison with corresponding contours manually generated by ex-
perts (first row).

For the above points in the 2D space, function f is defined as the signed Euclidean distance
from the initialized contour for 6 = const, i.e.

f@,r#C0) =r—C(0)

Following the definition of f, the FastRBF library [9] was used to generate the smooth
contour approximation ¢’ by removing duplicate points where f has been defined (i.e.
points in the 2D space which are located within a specific minimum distance from other
input points; the remaining points serve as the centers of the RBF, z;, that are defined
above), fitting of an RBF to this data and evaluating it to find the points which correspond
to zero value; the latter define the contour approximation ¢’

5 Experimental results

The methodology developed for the segmentation of IVUS images was applied to 50
images randomly selected from a pool of approximately 300 images belonging to 5 different
human coronary arteries. These arterial segments were captured as in [7]. Subsequently, the
50 images comprising our test set were segmented manually by medical experts to generate
ground truth results. Indicative results of the proposed method are shown in Fig. 2, where
the good agreement of the automatically generated contours with the ground truth results
is demonstrated. In table 1, numerical evaluation of the approach proposed in this work
versus the manual reference and the method of [7], where low-pass filtering is employed for
contour smoothing. Six morphometric parameters are employed, including Cross-sectional
areas (Lumen area-LCSA, Vessel area-VCSA, and Wall area-WCSA ), maximum diameters
(maximum Lumen diameter and maximum Vessel diameter) and maximum Wall thickness.
For the calculation of the latter three, the center of gravity of the Lumen area serves as
center. The results presented in table 1 using the above parameters reveal the improved
performance of the approach using RBFs for the approximation of the initialization results
with a smooth continuous function, as compared to our previous approach. The presented
results also reveal the sufficient agreement between the results of automated segmentation
and the results of manual segmentation.



Table 1. Average error (%) for six IVUS evaluation parameters, calculated from the

segmentation results.

6

Parameter/ | Lumen area | Vessel area | Wall area max. Lumen | max. Vessel | max. Wall

Method (LCSA) (VCSA) (WCSA) diameter diameter thickness

[7] 14.41% 8.75% 17.26% 11.55% 6.38% 25.95%

RBFs 11.49% 7.82% 15.23% 9.38% 5.85% 18.81%
Conclusions

In this paper an automated approach for the detection of lumen and media-adventitia

boundaries in IVUS images is presented, based on intensity information and the use of
RBFs. The proposed approach does not require manual initialization of the contours, which

is

a common requirement of several other prior approaches to IVUS image segmentation.

The experiments conducted with the proposed approach demonstrated its efficiency and
the usefulness of the RBF-based approximation technique in generating smooth contours.
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